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ABSTRACT
Although activity recognition has been studied considerably for
the last two decades, it is still not so easy to handle complicated
activity classes in a specific domain. The 2nd Nurse Care Activity
Recognition Challenge Using Lab and Field Data aims to explore a
part of those complicated activities by focusing on the nurse caring.
Our team, “UCLab”, found that the main problem in the challenge
is the imbalance and unevenness of the dataset, each of which often
happens in real-field data. Considering the problem, we approached
the challenge using a Random Forest-based method with multiple
preprocessing to classify 12 activity modes. Our approach consists
of the following steps: We first preprocessed the acceleration data to
obtain uniformly sampled signals. Then we extracted acceleration
data with respect to each row of the given label data and extracted
feature values. We adopted Random Forest for classification and
performed post-processing to the predicted data obtained from
the classifier. As a result, we obtained 51.5% accuracy with the
trial-based evaluation.
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1 INTRODUCTION
Over the last two decades or more, Human Activity Recognition
(HAR) has emerged as a considerably important research topic and
many researchers have been developed. While many researchers
have investigated vision-based HAR [1], inertial sensor-based HAR
has also emerged as an important research topic [2].

HAR using inertial sensors has advanced with the growth of
sensor technology. These days, its potential is extended to var-
ious applications, such as industry [3], office[4], sports[5], and
nurse caring scenarios[6]. In particular, nurse caring is becoming
an extremely important target with the rapid growth of the elderly
population in the world.

Although HAR using inertial sensors has been studied consid-
erably, it is still not so easy to handle complicated activity classes
in a specific domain. One of the reasons for that is the lack of data
on those activities. To promote investigation in those activities,
The 2nd Nurse Care Activity Recognition Challenge Using Lab and
Field Data [7] [8] opens a part of the Nurse Activity Dataset which
includes 12 different activities collected from 8 participants. The
purpose of this challenge is to build an activity classification model
for testing data which includes acceleration data collected from 3
participants in real fields.

Our team, “UCLab”, approaches to the challenge with the fol-
lowing steps: We first preprocessed the acceleration data to obtain
uniformly sampled signals. Then we extracted acceleration data
with respect to each row of the given label and extracted feature
values. We adopted Random Forest for classification, and then per-
formed post-processing to the predicted data obtained from the
classifier. As a result, we obtained 51.5% accuracy with the trial-
based evaluation.

2 DATASET DESCRIPTION
The dataset [7] contains nurse activity data collected from Ac-
celerometer in the smartphone which is attached on the right arm
using the armband. There are 12 types of activities, each of which
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are done in the Care facility. The activities can be categorized into
3 principal modes:

• Help in Mobility
• Assistance in Transfer
• Position Change

and named as Category A, B, and C respectively. Category A has 4
modes of activities, the names of which are Guide(from the front),
Partial assistance, Walker, and Wheelchair. Category B has 4 modes
of activities, named as All assistance, Partial assistance (From the
front), Partial assistance (From the side), and Partial assistance
(From the back) respectively. Category C also has 4 modes of ac-
tivities, however, two of them are categorized in the same label.
They are To supine position/To Right lying position, To Left lying
position, Lower body lifting, and Horizontal movement.

The data were collected both in an experiment lab and in the real
field. Training data consists of two types: lab data and field data.
The lab data was collected in the Smart Life Care Unit of the Kyusyu
Institute of Technology in Japan. It contains acceleration data from
2 professional nurses. The field data is collected in a Care Facility
in Japan. It contains data of 6 nurses. Acceleration data is collected
using mobile phones attached in the right arm using the armband.
The sampling rate is 60 Hz and there are no preprocessing applied
to the data. On the other hand, testing data contains acceleration
data of 3 participants in the real field. In contrast to the training
data, there are no data collected in the lab.

3 METHODOLOGY
Figure 1 shows an overview of our approach. In order to work
out our strategy, we first investigated the dataset. The first thing
we noticed is that compared to lab data, which is well-balanced
among all activity types, field data contains very imbalanced activity
classes. Figure 2 shows the duration of each activity class in field
data. Compared to activity modes of 3 and 5, other activity modes
contain fewer durations. We also noticed that in some parts of the
training data, the sampling rate gets lower compared to the other
points. Thus, our approach contains some preprocessing. After that,
we extract feature values to recognize the characteristics of each
activity.

3.1 Preprocessing
Our team applied a resampling algorithm and sliding window
method to fit our machine learning model.

For the training data, we first extracted the corresponding ac-
celeration data from each row of the given label data, and then
removed the sparse data with less than six samples per unit time
(which means that the average sampling frequency is less than
10 Hz), as it was considered difficult to extract features of those
waveforms. Fortunately, the test data contained a lot of dense data
compared to the training data. Therefore, we expect it is possible to
improve the accuracy of testing by removing the sparse data from
the training data. Furthermore, to decrease the bias in the training
data, we removed data that contains more than 50,000 samples in a
single row of label data.

We then resampled the extracted data at 10 Hz using cubic spline
interpolation to create a sliding window with a window width of 8
seconds and a 90% overlap. Sampling frequency was reduced to 10

Figure 1: Method Overview

Figure 2: Duration(sec.) of Each Activity Class in Field Data

Hz because the sampling frequency of the original data was smaller
than 10 Hz on average.

In the 2nd Nurse care activity recognition challenge dataset,
there is little sensor data for which the corresponding labels exist.
Furthermore, neither the amount of data per activity mode nor
the amount of data per user is well-balanced. Therefore, it is not
appropriate to apply the basic cross-validation or the leave-one-
subject-out method to the dataset because neither of them can
split the data equally. Therefore, we developed a trial-based cross-
validation method to evaluate the accuracy of the dataset properly.
Figure 3 shows how our developed cross-validation method works.
The splitting method is to split data based on the index of the label
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Figure 3: Trial-based Train-test Split Overviews

data. Here, each label is split uniformly. Although the accuracy of
this split validation data is smaller than that of the usual method,
we consider that this approach is the most proper way to evaluate
the accuracy of the dataset because it does not allow the same
data to appear in both training and validation data and does not
cause overlearning. Furthermore, by splitting the data in this way,
even if the overlap of the sliding window is large, overlearning
will not occur. Therefore, we increased the amount of training data
by extending the overlap to 90%. Finally, the SMOTE (Synthetic
Minority Oversampling Technique [9]) algorithm was used to over-
sample the data in order to ensure that the number of data in each
activity mode in the training data is equal.

For the test data, we first divided the acceleration data into inter-
vals with timestamps more than 10 seconds apart. This is because
we judged that if there was no data for more than 10 seconds, we
can consider that the behavior was switched. We then resampled
the segmented data at 10 Hz using cubic spline interpolation to
create a sliding window with a window width of 8 seconds and an
overlap rate of 90%, which is the same format as the training data.

3.2 Feature Extraction
In this section, wewill provide an overview of our feature extraction
method. The activity modes in this challenge consist of constant
behaviors such as "help in mobility" and temporary activities such
as "assistance in transfer" and "position change". Mean and variance
of waves are generally used for constant activities such as walking.
On the other hand, since the waveform itself is often used for
temporary activities, we extracted the basic features that express
the waveform: percentile, minimum, maximum, kurtosis, skewness,
and signal power. We also extracted the norm mean, variance, and
median to extract activity features that are independent of the
sensor orientation. Including these features, we used 35 types of
features in total.

The sampled sensor data is denoted by 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 and the data
sequence consists of 𝑁 samples is denoted by 𝑋 = {[𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 ] |𝑖 =
1, 2, ..., 𝑛}.

The mean of 𝑥 (𝑥 ) is represented by the following formula(1).

𝑥 =
1
𝑁

𝑛∑
𝑖=1

𝑥𝑖 (1)

The variance value is a measure of how far a data sequence 𝑋 is
from its mean value. The variance of 𝑥 (𝜎2) is represented by the
following formula(2).

𝜎2
𝑥 =

1
𝑁

𝑛∑
𝑖=1

(𝑥𝑖 − 𝑥)2 (2)

The 25th percentile is known as the first quartile, the 50th per-
centile as the median or second quartile, and the 75th percentile as
the third quartile of the total when data column X is arranged in
decreasing order.

The minimum of 𝑥 (𝑥𝑚𝑖𝑛) and the maximum of 𝑥 (𝑥𝑚𝑎𝑥 ) is rep-
resented by the following formulas(3)(4).

𝑥𝑚𝑖𝑛 =𝑚𝑖𝑛{𝑥𝑖 |𝑖 = 1, 2, ..., 𝑛} (3)

𝑥𝑚𝑎𝑥 =𝑚𝑎𝑥{𝑥𝑖 |𝑖 = 1, 2, ..., 𝑛} (4)
The skewness expresses the asymmetry of the distribution of

the data sequence 𝑋 . The skewness of 𝑥 (𝛽1𝑥 ) is represented by the
following formula(5).

𝛽1𝑥 =
1
𝑁

𝑛∑
𝑖=1

( 𝑥𝑖 − 𝑥

𝜎𝑥
)3 (5)

The kurtosis expresses the sharpness of the distribution of the
data sequence 𝑋 . The kurtosis of 𝑥 (𝛽2𝑥 ) is represented by the
following formula(6).

𝛽2𝑥 =
1
𝑁

𝑛∑
𝑖=1

( 𝑥𝑖 − 𝑥

𝜎𝑥
)4 (6)

The signal power of 𝑥 (𝑥2) is represented by the following for-
mula(7).

𝑥2 =
1
𝑁

𝑛∑
𝑖=1

𝑥2
𝑖 (7)

The covariance is a measure of the relationship between two
types of data. The covariance of 𝑥 and 𝑦 (𝑆𝑥𝑦 ) is represented by the
following formula(8).

𝑆𝑥𝑦 =
1
𝑁

𝑛∑
𝑖=1

(𝑥𝑖 − 𝑥) (𝑦𝑖 − 𝑦) (8)

3.3 Classification Model
As a classification model, we adopted the Random Forest algorithm
[10]. Compared to other classifiers like Support Vector Machine, it
works better inmulti-class classification problems. In addition, it has
an advantage in accuracy with relatively small datasets compared
to Deep Learning-based methods. The summary of the last year’s
Nurse Care Challenge [11] indicates a simple classification approach
by Md. Eusha Kadir et al. [12] worked better compared to the other
approaches. Although the approach by Md. Eusha Kadir et al. uses
the KNN classifier, we consider Random Forest suits better in this
challenge. This is because the data size of some activity modes in
the training data is small. As the KNN is a model of low-bias and
high-variance, it sometimes overfits the training data and causes
low accuracy when the data size is relatively small [13]. Thus, we
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Table 1: Evaluation Result

base line trial1 trial2 trial3 trial4
P1 ✓ ✓ ✓ ✓ ✓
P2 ✓ ✓ ✓ ✓
P3 ✓ ✓
P4 ✓ ✓

accuracy [%] 40.9 47.8 40.6 48.6 51.5

adopt Random Forest, which is a model using ensemble learning
and may handle that bias-variance problem.

3.4 Post-processing
This section describes the specific methods of post-processing. Our
method is performed in two steps. First, the majority voting was
applied to each timestamp using multiple windows of the predicted
labels obtained from the classifier. After that, if the percentage of
the most common result was not more than 60%, a new majority
voting was applied by combining the results from the previous and
subsequent timestamps, up to a maximum of 8 (approximately the
width of the window).

4 VALIDATION RESULT
In this chapter, we experiment to find the preprocessing combina-
tion that gives the best validation accuracy. The four candidates for
preprocessing is as follows:

• P1 : resampling (10Hz)
• P2 : removing sparse data
• P3 : over-sampling (SMOTE)
• P4 : removing too long records

P1 is resampling the segmented data at 10 Hz using cubic spline
interpolation. P2 is removing the sparse data which is difficult for
models to learn features. P3 is used to over-sample the data in order
to ensure that the number of data in each activity mode in the
training data is equal. P4 is removing a single row of label data in
which the duration of the recording is too long.

These preprocessing methods are combined and applied to the
data before performing classification with Random Forest to esti-
mate and obtain the validation result. Table 1 shows the experimen-
tal results. We define the result with P1 as the baseline accuracy. In
trial 1, the accuracy is improved over the baseline. The result shows
that P2 contributes to improving the accuracy by approximately
7%. On the other hand, trial2 is less accurate than trial1 by adding
P3 to the preprocessing. In trial3, we used all four preprocessing
methods and achieved a 48.6% accuracy. In trial4, we used P1, P2,
and P4, and achieved a 51.5% accuracy, exceeding the accuracy of
all other trials.

These results indicate that P2 and P4 are effective in improving
the accuracy of the classification. In particular, P2 made a significant
contribution to improve accuracy. This implies that sparse data is a
major hindrance to model learning. Figure 4 shows the confusion
matrix of our method with all preprocessing.

Figure 4: Confusion Matrix of the Original Labels v.s. Pre-
dicted Labels with All Preprocessing

5 CONCLUSION
In this paper, we presented a Random Forest-based method while
comparing multiple preprocessing approaches for the Second Nurse
Care Activity Recognition Challenge. The main problem we found
in this challenge is the imbalance and unevenness of the dataset,
each of which often happens in real-field data. To handle these prob-
lems, we applied four preprocessing methods. First, we removed
the sparse data whose sampling rate are less than 10 Hz. After
that, we applied cubic spline interpolation to the data to obtain
uniformly sampled signals. Then we removed a single row of label
data. Finally, we applied SMOTE to training data to handle the
imbalance of field data and obtain an evenly balanced data among
all activity modes. We adopted Random Forest for classification and
performed post-processing to the predicted data obtained from the
classifier. As a result, we obtained 48.6% accuracy with the trial-
based evaluation applying all preprocessing, and 51.5 % accuracy
applying all preprocessing except SMOTE. Although the accuracy
with SMOTE is relatively lower, we consider this is due to the im-
balance of validation data. As it is not possible to know the balance
among activity modes of testing data, we applied all of the four
preprocessing methods to the testing data and obtained our final
result.

The most important problem we could not have solved is to
recognize the activity modes that are too similar in their waveforms.
Figure 5 is an example of such waveforms. We can see that there are
four different activities connected and show almost no difference in
their waveforms. We can see that the activity modes in the figure
are the ones that are found to be difficult to be distinguished in
Figure 4. Despite the effort in preprocessing and modeling, we
could not find out a method to distinguish them. In the future, the
accuracy may be improved by using the information other than the
data waveforms themselves, such as motion transitions between
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Figure 5: Comparison of 3-axis Acceleration for Label 1, 4, 5
and 7

Table 2: Summary of Resources and Other Information

Used sensor modalities x, y, and z axis of acceleration
Features used Described in Section 3
Programming language and libraries Python3, Numpy, Pandas, Seaborn, Scikit-learn
Window size and Post processing 8 seconds, Described in 3.4
Training and testing time Training: 92 seconds, Testing: 91 seconds
Machine specification RAM: 64GB, CPU: Threadripper 1950X(3.5GHz)

activity modes. The recognition result for the testing dataset will
be presented in the summary paper of the challenge [8].
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